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Term Paper Outline

1. Racial Bias in Healthcare Algorithms
   1. Definition of and background information on racial bias [6]
   2. Expansion on the significance of racial bias in technology [3, 10]
2. Case Studies
   1. Case Study 1: Optum Patient Prioritization Bias [8]
   2. Case Study 2: UnitedHealth Patient Cost Evaluation Bias [9]
3. The Relationship Between Racial Bias and Inequity in Care
4. Mitigating Bias in Machine Learning Algorithms
   1. Common methods used to mitigate bias [1, 2]
   2. Pros of mitigation [7]
   3. Cons of mitigation [4]
   4. Does this really make the model fair? [5, 10]
5. Conclusion
   1. Summarize Argument and Main Points
6. Why don’t all companies mitigate bias?
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Quality of References

Of the ten sources listed in the Works Referenced section, sources 1 through 7 are peer reviewed and sources 8 through 10 are not. Thus, the vast majority of these sources are highly reputable, coming from distinguished industry professionals. Furthermore, even for the articles that aren’t from a peer reviewed journal, they come from well-known and reputable sources as well, although not necessarily a scientific journal. Some of these sources include the Wall Street Journal, a Harvard Science Newsletter, and Business Insider. Additionally, many of the peer reviewed articles referenced are heavily trusted. For instance, sources 2 through 6 have been cited 147, 209, 180, 237, and 178 times, respectively, by other published peer-reviewed journals. These high numbers of citations are a testament to the quality of the findings in these journals. I believe I have conducted a large portion of the research that will be needed for this project already. However, while writing, if I find that I am lacking in sources to support my argument in any areas, I will conduct further research to find additional articles.